
The contents comes from the paper

"A kernelized Stein Discrepancy for Goodness-of-fit Test
"

some notations are different (eg . Pando are switched when they co-appear

·

Stein's class

↓ let ENER a antinously differentiable distribution supported on X

a function f: X-R is in the stein's class of t if
and[Smf()dx =

8 f : XL is in the Stein's class of if fi is fitim

3 I can be shown to be in Stein's class of p if
1 NfNPN =

o ey . when >pos is bounded and if

an I 2 . ↑X is compact with piecewise continuous boundary
Af =

- # DEL

"

·

Stein's Identify
i letop be a smooth distribution on MER"

, f:droR"

the Stein's operator of T is a linear operator

(Apf(() = ThyfM +Pf If= [it ... [m]

2o Assume p is a smoth density supported m X
, f is in Stein's class of #

then ExpLLApfIN] = ExpThypsfI+ DANT] =o

Sx <MoypfiN + PM fins dy

= Sx TPMfi) + PH) #fim) dy

= Sx x(pmf: m)dx
T



5 Suppose panda are distributions on *

f is in stein's class of s

then Exa[Apf(M] = Exe[(Exhype-Exhyen)fi"]

Exc[(Apf)I] = Ex[Apf(m)-lArf)N]

= Exe[loypMfN"-Dfns-TgfM"+ DANT]

= Exp[(p-ThygN)) fut]

Also Exe[trace(lpfI)]=[EklogpIs-Exloggns)"fNs] (when f : R
& noRd)

Expected difference in score function , measured inf direction

4 PE8 = If St ExLPpf(N] to

· Stein Discrepancy
10 define the Stein's Discrepancy between pandg

STEP = -M Exe [trac((Apf(x)]

eg. ful=WifiM)

f is a linear combination of simple fo's

Ex-g[trace(1ppf((x)] = ExeTIuypes-Trogens)f(x)]
=Wipe - Trog"fin

8 = EwifiN) : IWIl

then J5tsp)
=Max we



Kernelized Stein Discrepancy

10 Akernel KN*) is integrally strictly positive definite if

# & St o < /g < w

we have SxSx gmKWx's gi's dxdy'

think this as acntinuous version of gkg =Egikjg> L-

2 The kernelized stein discrepancy is defined as

Sk(g) = Exixing [(Thyph-hygh)"kN,x) (hyphs - Thy quis)]

So let &gp( = gN (Thypm-lygh)

assume [KN*) is integrally strictly positive definite

~re continuous density St 11 gap

then [SP EP

ey . satisfied when tail of a decays exponentially

eg . not satisfied whena has a heavy tail

Luken g is a Cauchy distribution
, Tis a Gaussian

if p= & , then Thyp-TH= 0
, ggpHo · then Silap)-o obviously

if Spgp) =

S194) = Exie[(ThyPM-Thygm)"k.*) (Thyph-Thygh)]
= SS(N) (ThyPM-Thygm)"(,*) (Thyph-Thygh) ga dxdx

= SS gaph) kxx) gap dy de

= 0

then 119silli =-
. Then p=S

4 Akernel K*') is in the Stein class of P if

and [ k has continuous and partial derivatives

both KI, ) and K , X) are in the stein class ofT **

eg. RBF Kernel is in the Stein class for smooth densities supported on I

An, KNUSpe = SinceHubrunda



5 if Kid : R
&
- is in the Stein class of p Ax

Can show [xk( , x) : R
& rIR" is also in the stein class

Sxπ((()Tk(,x) dy

= Ix THYkN* + -N YxkN) dy

=Sx [Nk,x) + -N)Yxk(.x1] dy

= πSxπx[y)kx()]dx
= T0 = 0

60 Assume [P2 are smooth densities

k(,X') is in the stein's class ofa

then Sk(gp) = Exixig[Thyphs"kex'shyphs + ThyYakx) + EkSp+ trace(TW)]
evaluate Skgip) in a Way Stanly ThypN) is need

,
nolyqu)

Sp(g) = Ex xe[(TypH-Thygm)"kNix') (Thype's -Thys)]
= Exxig [(hyp)- Tloyees) (logpskx's + Tkx) - YoggkNx)-Tikis)] use the notation k(i ) = Kxl)

= Exxe[(Typ-Thygh)"((Apkx)() - (Ackx(('s)]
= Exixig [(hyps-Thym))"(Apkx((i)] Exc[(ka)] =

0

= Exixig[Thyp"(ThypekN) +k))] - Extivg[Thyge(hyphik*) + Thik's)]

-me[Typh" ke*)hyps] + ExxEhype"Tik*] - Exxe[yg kil Thyphil]- Exxive[ThyeM"TK]
↓

= a -Exti[(TkNx' + EnkxS-Eks")Thyphis]asS
in stein class of a

= D + Exx[#Xk's"hyphl]+ Exxig[trace(xkx)]

= Extie Thyps"KN's Thyp()
+ ThyphYik*) + Take. x) Thy PE's↑
+ trace (Txxk(x,x')

I



· RKHS Interpretation

10 If KN*'S is in the Stein class of p. It is the RKAS induced by K

then # fezt
. f also satisfies ExpLiAf(N)] =O

if fezt , then If =<f,ki)7z

refer to theorem [1b) in the paper

"Derive reproducing property for kernel method in maching learning
"

# feat A more clear notation ,
let f= [2: ki;)

ExpLApf((x)] = Exp[xypNfN + IfM] Exp[logP(X) fix +f)]

= Exp[Thyph <f, kil + <f. ki)in] = Exp[TyPh [2: kNxi)+6 : *KNXil]

= (f, Exp[ThyPH)k(i) + Yxk(i)] Tz = Ed: Exp[TIyp() kai) +kiN]

= Lf. Exp[Apkx]z =

O

N

20 let k be a kernel in Stein's class of 2 . It be the RKIS induced by K

let B() = Ex-c[lApk(M]
,

the Sc(g) = IBM

B() = Ex-g[ThyPM)kNiX + YxkNx]
TBiH) = Exc[y()kx) +EkX')]

B(x) = Exe[(typ)-TygH)kii]

Sk(g) = Exxe[(Thyph)-Thyges)"kex. x) (Thyphs-Thygis)]
= Excit [(Typ-Tyge)"< k(i) , k ,x7z (Thype)-Thygil)]

= Exx[(yP)-y(h) <k()
,Ki (hyp-E: my g)]

= Exixie [Clyp -Gym) k: 1]
·
Exxe[tilypis-lygr)k(*)] T

= Bi , Bil

=IBI



3 <f, B)72 = Exa[trace((Apf()] # fEIL

Exe[trac((Apf(m)] = Ever Frac (Thyf+ Dfi)]
= Extlypl) fim)+
= Ex[hyp <f.

, kil + <fi,kit]
=(fi , Exc[yp()k(i) + Ekil] Ye

=: ,Bila
=f, B>

40 B(1 = Exrg[IApk)(N1]

Sk(gp) = IlBla
Ex[(Apf(N] = <fiBTed * fezLd

then Ji) = llBha = max &< fiBTd : 1/fle

= maxE ExnaTLAPfII] : IfIhn 13


