


' Tabular ODs
table ⑦Ds / conditional probability tables are an inherent part of the Bayesian Network

too many parameters{ ignores structure within the CPD

g. PLX / ParentsAll are the same where A takes some certain value

see a CPD as a function which takes in the value of parental and
returns PHI parent1×11 , not a table that lists all combination

' Deterministic CPDS

PIX / parentsw/ = {
I ✗ = Apan
0 otherwise

⑧¥30
When c is a deterministic function of A and B

⇐
we have IDK# ABI, which is noo true

⑤ ⑦ only by d- separation

def deterministically - separated / G , D , X.bz ) : G : network

zt =z D: deterministic variable

while 7- ✗ such that { X: ED ¢14124
Parents LX:) Ezt

2-
+

= 2- U{xi}

return de-sepo.lk, } / zt }
let 6 be a network structure and D. Xin be sets of variables

,

if ✗ Is deterministically separated from Y given Z lie . det-aplG.D.xis.tl )
then for all distribution that PENG) and pal Paul is a deterministic OPD fn ✗ ED ,

Pk ☒ THE)

if det-soplG.D.X.Y.tl is false , there is a distribution P such that PFIEID

PHI Paw ) is deterministic HXED
.

but PK 1×1-912-1

④
particular deterministic OPDS May imply additional independencies

when c = A Xm B , A Is determined by Bc
i. IDLE / B. c) ,

which is not true for some other
E¥%É⑧

deterministic opps Pl 418113)

( independency holds for specific CPD)



let X.Y.tk pairwise disjo.me sets of variables
. C is a set of variable I might overlap Whh Mutt

✗ and } are contextually independent grow Z 1×441-2. c) if
PIXK. 2. f-c) = PHH.c.cl whenever Pa, -2,4>0

By #(PhD / A-a ' ) c- Am B
④

(BID I D= a) ④
I

DO
⑥to -1=10--0 ) ¥
(DIII c-d) ⑤f¥⑤ f- Am B

( independency holds for specific value of conditions I

- Context - Specific CPDS

Difficult Intelligence
\ / \gµ When a Sinden doesn't apply but ieorniter want employeeGrade

the recruiter can't get
SAT and letter .letter AM / : . plyk.s.A.at is same for all hands¥0b

- Context - Specific CPDS : Tree CPDS

A tree CPD for CPD PIJIA.s.LI

☒

Mii
4- "" l s¥¥ ( J LoL .ski )

10.1.0.91 ( J to L / at .si ) ] ⑤Lol / s
'

,
a)

*
(0%0.1) 10.4, all

a leaf T- node . labeled with a distribution over J

an interior f-node . labeled with some ru 2- c- parental
when a no depends on a bunch of rv .

but we have uncertainty about which rv . it depends on



A OPD PIHA, -2 , , - . - 2k ) is a multiplexer CPD if Val /A)={ 1
,
- - -

,
k} and -2 . 2-.

-
- -

z.pt/a.zi....,zk)--LEY=Za] where a is the value of A . ¥
The variable A is called the selector variable of the CPD I

☒

choice
( Litt. / J , C , ) ☒ the CPD PG / c. 4.1.1
14th / I. a) tf letter ' / Letters # MY Mii

(LLL, / g. C) Job 101. 0.1 ) 10.3.07 ) (or .nl 10.1.01 )

choicestudent can choose which KL -6
Letter , Letters multiplexer OPD PLLK.4.be)

submit to the recruiter ¥¥gdÉ when Cis the selectin variable

to

- Antero - Specific CPDS : Rule CPDS

each rule corresponds to a single entry in the OPD

Arab P is a pair LC :p > where o is an assignment to some subset of variable c.

And pt -10.1] .

0 is the scope of P
,

denoted Sapip]

☒

Mii
10.8.0.4 ISI

¥1s
' =)

☒ 10.1.0.91

*
(0%0.1) 104,011

A rule - base CPD PHI parentsIN ) is a set of rules to such that

* PER , Safety] c- {DU Pan
4- assignment Him to {X}UPaW

,
there's exactly one rule to :p > ER s.ec is compatible with Hill

F- ptx / a) =/
he say put.nl/palH--u)--p

⇒

<

plx!xÉ=ay=o,¥plk-HA-oi.B-ti.c-tit-o-splk-XYB-b.GG/f-.a)-.o.7PlH-A/A=a! B-ti.o-it.o.si



Independencies in Context - specific ADS
☒

MiiDifficult Intelligence wait ¥¥trade t.sn A- La:* ;a8 >
F- <a:X ; or > ☐L ( o , , , , ,

(Tetch / 5=5 )
I Apply ing [5--5] isnoethe full assignmentletter.\yµ swptpn-Ao.s.o.po.qo.tl in this branch

e-{A :O} is the context associated with a branch in the-AD for X
1J 1-cs.tn/A--oi ) then ✗ is independent of remaining parents lpauntsw-soopet.CI/-- {sit

☒
choice (Itb / Eci)

letter
, / team 4th /fi) IÉÉÑLI but ⇐iisnoethe

Job % Hi "t ¥ full assignment
-mthe

10.1.41 10.3.07 ) 10.8.0.4 10.1.01 ) left branch

let f-( be a htlxt
,
pic]={PEI : PER .pro}

R

pi :(b
'

,K .-0.13 A :( b'A
'

; 0.9 >

Real]= { Ps : Lb: A :B> A :(bib:X;D}Pa :( D. d. A :O 't ) pg
'

:( b° , 0,11
'

;o.b >

Let R be the rules in the rule-based OPD fm available X, and Ras be the rules in Rothman

compatible with c. YE Pauneslxl . If binsapetf] -40 * PERE] , then 1×44 / Paw -4
,
c)

☒
Apply a :( a:X:O.sn%)" Ria

. ]={ la:ñio8>Letter
, / FAT R :<a:X

'

;oD La:X
'

; o.si }wait ¥¥Job B :(a
'

,
six; oil >

☒ 101.011
pu :<a. 5.x

'

; of > (Jts.L|A=Ñ)*
(0%0.1) 104,011 !



Let Phil Pawl be a CPD
,
Yt Paw . and c be a context .

the edge is spurious in the context c if plx / PaK) ) satisfies 1×44 / Pak -43 . d)

when c
'
= ( [paan ] is the restriction ufc to variables in Paw

Difficult Intelligence Difficult Intelligence
ima \ ima \
¥w Apply SAT ¥w Apply SAT

11 / spurious edge yÑJob

1J t.LI/A=ao ) (Jts / A- all
:D Lot / D= oil Ht4A=a ' )
D= { A-- ai ]

Algorithm for computing d- separation in the presence of context-specific CPDS

def context - specific - d- separation I G. c , X, }. z ) :

G
'
= G

fm each edge Y→X in G
'

if Y→x is spurious given o in G

Remove Y→X from G '

return d-sepoilxilz.cl

let G be a network structure , let P be a distribution such that PFLAG)
,

let c be a context
,
and X.KZ be sets of variables

.

If ✗ is CSI - separated from } given 2- in context c. then 17=1×4412--4



'

Independence of causal Influence : Noisy - Or Model

Student's participation Hasty good question
flunky of a student 's final paper

Question Final Paper
Prof may not

temebm t
the student Question Fmatpapn' Pmf might fail to recognise student

's handwriting
¥I€Mood_ leak probably

a F ti ti

Assume Pll
'

/ f.f) = 0.8 prof is 804 likely to remember class participation 9° f- ° 1 0

Pll
' / f.f) = of the student 's handwriting is 94 readable

go f
'

" I 01

Phil m ' ) = own pwf gives a gud letter he's happy g
'

fo
" t 08

Ia=PlILHÉÉ Noise parameter q
'

f
'

o .
" 098

when a- 9
'

,
how likely Q is to turn on a

'

Q and F ate two independent causal mechanisms for causing a strong letter .

the letter is weak iff neither of these succeeded .

when
q
' and f

'

, the probability that both mechanisms fail (independently ) is o.no/=oorPllilg!f-11--0.0V

let Y be a binary -valued random variable with K binary - valued parents Xi -
.

- XK

the CPD PHX ,

- . - XD is a noisy m if thou are KH noise parameters do - - Xk

PIYYX.
- -

' %) = ( 1- d.) ¥*, Kd;) 1 all
"

pre
-successful

"

Machenisms for :| )
= 4-A) IT 11.x;)

" if we interpret Xi as 1 and × ; as o

ply 'H . .
- H = 1- 111-141×71*1141:D

ey . medical diagnosis
D, Ds

-
-
- Dn

Fi F- Fs Fm

independence assumption : assume that different disease use different causal mechanism

if any disease succeeds in activating its mechanism
.

the symptom is present

Plf:| Patt: 1) = 11-11 :o) p¥paµ, / Hliijld
"



-

Independence of causal Influence : Generalized Linear Model

Yt { oil }
examine a CPD PLYIX, ,

-
. .tk )

.

Assume that the effect of the Xi 's on 4 can be

summarized via a linear function f-Hi . . - xD -

- Wot IÉW:X: each invader adds to the burden of

ply
' Ni .

-
. . .tk ) = sigmoid two-1¥, Willi ) immune system

ON =
PHH-

=explw.HU/texplwtx)P4Y*--Xk) I /ftp.py-xy-ekplwtxlyo-EY.y?--.ym}
let 4 be an M-valued random variable with k parents Xi , - - Xk that take on numerical values

the CPD PAH .
-
-

- xD is a multinomial logistic if 4- j-t.im .
Then are 1<+1

Weights wj.o.wj.ir
.

Wijk such that

↳ Hi , - - - Xk ) = Wyo + ¥2, W.j.li

ply
' / × , ,

-xp = explljlxi.in#

E., "Pll; Hi - - H)

Independence f- Causal Influence : General Formulation

let 3 be a random variable with parents X . . . - .
.
Xk .

The CPD PRIX, , -→XD exhibits

independence of causal influence Ht) if it's described via a network fragment of the
structure below, where CPD of 2- Is a deterministic function

General ad linear Model ki k Xi. each variable X: can be transformed separately using
tr tr tr its own individual noise model

z ,
-

- w:*

É¥g
"

we say PKH.HN exhibits symmetric ICI if2- = Zo + I. W:X :

y= sigmoid in
the CPD f- 2- is a deterministic symmetric decomposable f

y

PAIX. .

- - XD exhibits fully symmetric til if
bPDs of different Z. Variables are identical

A deterministic binary function ✗ ay is / commutative if my
= ya

association if Hoyt # 2- = nitty # 2-1

A function ftx, , - - , XKI Is a symmetric decomposable function if there's a commutative associative function
✗ AY such that f- It, - - - ✗a) = Hi ☐ X -

-
- Xi.



- Continuous Variables

let 4 be a continuous variable with continuous parents X . , .
. .

>
Xk

3 has a linear Gaussian model if there are parameters A. -
.
-

.
Bn and 6

' such that

pts IX. . - - ix. ) = MA + ÉB:X:-, 64 4 Continuous patent

Y = B. + fix + c- c- ~ V10.04
"

I
,

"! Continuous child

i:|" i >

✗
- Hybrid Models

let ✗ be a continuous variable
.
U={Un - " Um} be X's discrete parents

and 9 = {Y, ,
. .

' if} be its continuous patents
.

✗ has a conditional linear Gaussian ICLG ) CPD if
4- u c- rahul . there're KH coefficients Auo .

- - Aux and a variance bi sit .

plxluy ) = N/ Aino + Ani
. Yi ; Gi ) Continuous & discrete parents

-É É
✗ ^

÷÷•÷
* au. -1¥, au. ;y ;

continuous child

④ -
- ④ ! -

.
-④

¥11 i
> Y

A Bayesian network is called a CLG network if every
discrete variable has only discrete parents

and every continuous variable has a CLG CPD

- Conditional Bayesian Network

A conditional Bayesian network B over } given ✗ is a directed acyclic graph G whose nodes are

XVYVZ where ✗ 4. 2- Are disjoint . ✗ are inputs . Y are outpus ,
2- are encapsulated

variables in ✗ have parents in G. The variables in 2- v4 are associated with a CPD

the network defines a CPD using a chain rule

BLY. 2-1×1 = Em. Plul Palm )

Distribution BIHN is defined as marginal of pig .HN
Conditional random field is the undirected Araby
conditional Bayesian Network

Rsk / X ) = EPH }, 2-1×1

Question Final Paper This network specifies not a joint distribution over t.us in the fragment
Audition Fmatpapai ( hence It's not a complete BM

But a conditional distribution P14 A.F)¥5K Mood



let 4 be a random variable with k parents Xi
.
-
- -

,
Xia

.
The CPD PIYIH .

-
-NK) is an encapsulated OPD

if it's represented usy a conditional Bayesian Network over 4 given Xi .
-

- Xia

Question Final Paper Question Final Paper
t Fmatpapai t f
""""

¥I€µ•d ⇒
SAT Letter
↳ ✓

SAT Job

\
.
/

Job

Externally . to the rest of the network. we can still view letter

as a var with parent Question Final Paper


