


- Variable Elimination and clique tree
consider a factor 4, to be a computational data structure

,
which takes "

message
"

J

generated by other factors 4g , and generate message Ti that is used by yet another factor

- Cluster Graphs
A cluster graph U for a see f- factor 8 am is an undirected gmph .
each node i is associated with a subset G. Eb

A cluster graph must be family-preserving : each farm 4£20 must be associated with a duster G. ,

denoted ✗141 , such that scope IN Eb:

Each edge between a pair of clusters G and G is associated with a Sepsee Sy c- Cincy

An execution of variable elimination defines a clustergraph
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The message TIIB ,generated from 4116D) = fold pill. D) , part :pates in the computation of uh

the directions indicate the flow of messages between clusters in the execution of the variable elimination algorithm

•

clique Trees ( V1 algorithm induces a clique era )
J L G

the variable Elimination algorithm uses each intermediate farm only one / TIL
i. the cluster graph induced by an execution of VE algorithm must be a tha s c- ↳ 5€ "

y L s lo Je la JEGtu
Stl ↳→ b-→ to ) / TJ is

T

6T¥ s
TE 14 → Is → c. →G)

let T be a cluster tree over a set of factors 01
.

Cs G L S G H ] Cu
denote vertices by UT and edges by Et Itai,
T has the

"

running intersection property
" if G DIG

IT D

whenever there is a variable ✗ sib
.

XEG. and XEG ,

C , C D

X is also in every cluster in the 1 Unique) path in T between c. ad lg



when T Is a cluster tree induced by VE algorithm .

{
1 . T must have "

running intersection property
"

2. * neighbor clusters G. Cj . C. passes message Tito Cg, then scope [Til
= C. Acj

A cluster tree own factors 20 that satisfies the running intersection property is called a clique the /junction tree / join tree
In the case of a clique tree, the clusters are also called cliques

In definition 4.17
.

Attell is a clique tree fm Markov Network It
-fi

1. each node in T Corresponds to a clique in Fb .
each maximal clique in 71 is a node in 7h

2 . each Sepsee Sig separates Wdiip and Wajid in 7h I wa:p is all vars in any clique on the C: side of G-G)
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T satisfies the
"

running intersection property
" iff 4- Sig . Wd:p and Wajid are separated in Hoglan Sig



' Variable Elimination in a clique Tree : Example
coherence

Diffatq Intelligence
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1. Generate a set of initial potentials associated with different cliques 4:10:) = Tteo.

4,1 GD ) = fold ' Pol GD) G.H.Jt-fn.CH/G.J)

Klaus) = fold.ba) 4-16,154=0/446 ) - its II.L.SI

4316.1 .sk/9lH4slsk1

2.111 Assume that we want to compute PIJI . we want to do the variable elimination process

so that J Is not eliminated
.

Thus we select some clique that contains J as the not 1g . G)

In G : f. → < (D) = -24,4 > D)
G- G J LS

In G : 82-316,4 = ¥ Just D) -44121.6 )

In Cs
:

fs-ss-lb.SI = I f-⇒(6,2) 4316.1.5)
Cs G L S G H J ca

In Ca : 84*19 ,] ) = ¥ 44161J
. HI 16.2

In Cs : A- Lbs ,J, 5,4 = 43-16.154-84*16.1) . 83*16.5) c. DIG

B- is the joint probably if ( G. Isis ID
G C , D

PII) = É B-16.5.54

The operations in the elimination process could also have been done in another order

the only constraint is that a cliques get all of its incoming from the downstream neighbors
before it sends its outgoing message toward its upstream neighbor

2. 4) . choose Ca as not
at G H J

In G : f , → < (D) = ¥41K'D) I G
.]

In G : 82-316,4--58,→ (D) -44121,6 ) Cs G J LS

I G. 5

In Cs
:

fs→s ( b.D= I f-→316,2) 4316.1.5)
as a zs

In Cs : fs-sulG.TL = ¥ fans (G. s) 4+16.154 I G. 2

Cu D I G
In fa GIGI,H ) = fs-wlb.TL ¥16.1k )

I D

Plj ) = IT
,

But bit H ) G C , D



def Initialize
- Highest -0L : A set of factors , d : Initial assignment of factors to cliques ) :

fmeah 0 : Ed :

4:10:) = IT {414 c- Ncis }

return { 4:10:))

def sum
- produce- Message li : sending clique , j : heavy digne ) :

41C:) = Hi . IT { 8t→ :/ K E Heightslit -j } } 11 initial potentials ✗

upstream message

Tlsiij)=¥s, 4lb:)
tlturn TIS:p

def clique-Tree- Sum- product - Upward I E. set of factors . T: clique tile over E. ✗ : initial assignment of factors to cliques , Cr : Selected not digne ) :

{ of:(lil } = initialize
- cliques ( E. d)

Wh :b Cr is not ready :

let C. be a ready clique
f.→pain ( Si. pai:)) = SUM- product - Message Li , pal :D

for = Hr ' Itneighbors 8k→r

return Br

- clique Tree calibration
at G H J Cs G J LS

I G
.]

The message sent from G to G does not depend on specific choice
as G ] Ls €¥

of hot clique , AS long as the not clique is on Ci 's cjs side
this as a 2s G H J at

Cs G IS 16.2
in all execution of clique tree algorithm, whenever a message is sent I a. 2

c. DIG

between two cliques in the same direction
,
it's necessarily the same a DIG ID

T D
G C , D

G C , D

for any g-non clique tree . each edge has 2 messages associated

with it . One for each direction

def clique - the - sum- product - calibrated 20 : set of factors . T : clique tree over B)

94:} -- initialize
- cliques 18.11

while 7- Ii:p sib I is ready to transmit toy
8
:-, IS:-p = sum- product - message liijl

for each clique i :

B; = 4; i ¥µbc:| fk→j

return EB:}



Let The a clique thee .

C. is ready
to transmit to a neighbor G. when G. 1° 1. is ready to transmit to a .

04 ready to transmit to G-

has messages from all its neighbor ekafi 8*01=-34,1%1

fj upward 84*16.11=-8441 G. Hit) f-- { fix
,

fuss }

pass § c. is ready to transmit a. ↳

G- : GJ LS f>⇒( G.2) = ¥ JustD) ' 446,1, Dl f-{8h. -8ns , fuss }

0¥¥0 5 ↳ is ready to transmit to G-

G ;
G IS 14 : G. H - J fast G.5) = I ↳16,21 . 43161,5 ) f- { 8µs

,

8ns
. 8s→s , fuss }

②I / ⑤ Bs = Xsl G. T.L.SI -

fs-ss-IG.D-fux-IG.DK
:D I G 4° G- is ready to transmit to G.ba

① I ☒ G-⇒ (G.D= ¥ 43-(6%45) 8*416.1) B. = offGins) - 8.⇒ 16,1) - f-⇒( G. 5)
a :c D downward { g,# ( g. g) = Is 4µg,g.↳s) f.⇒ ( g.g) payday, .gs#(G.y)

pass
to ↳ Is ready to transmit to Ca

Ssn (G.1) = F tidbits) - fs-ssks.DE/IlDihb).fwlD).fs-nlG.1)
ti ca is ready to transmit to a
fan (D) = I ¥11110s) - 83*16.2)

29
A = 4,

(GD) - fz
, , (D)

f. (G) = ¥, Fath

when this process ends
,
each clique contains the lunnormaliad / normalized I probably

Two adjacent cliques G and G are said to be calibrated if
¥s:y Bill :) =¥s, Blow the marginals agree)

A clique tree T is calibrated if all pairs of adjacent cliques are calibrated .

For a calibrated clique tree ,

Bilal is called clique beliefs

Uijls:p = Esg Bilal = Esg PHP is called sepset beliefs

The main advantage of the clique thee algorithm is that it computes the posterior

probability of all variables in agraphical model using only twice the computation
of upward pass in the tree



- A calibrated clique Tree as A distribution

f. = 4:
' ¥Nba 8km is the joint distribution of variables in dupe -1

G- : GJ LS

_É→
s(G.J )

Uig IS.gl = Esg Bilal Coherence

Diffonly Intelligence
}

G ;
G IS 14 : G. H , J

→ y s
= ¥s

,
41 ' ¥1bn £"

Grade six 8.⇒ II. G) f
= II. 4: Sjs; ¥{µbµ¥ :

4/ Letter
\.

I 5
a :D IG

v = Job f,⇒ IN f
= fj→ ; ¥g 4" ¥{abi.gg } 8k¥ Happy

G : CD
= ftp.i-fi-sj

' husks .5) = ¥ Bfb. T.L.SI

( no variable in fjsi Is included in the summation ) = ¥4s-Kitts) - 84*16.11-83*16.51
= fs-ss-LG.SI . IT 4+16>1,451 fuss 16 . ] )

= (b. D
' 8s-⇒ ( G.5)

At Conagra of etiquette calibration

Fons)=¥↳AlIT
HPEE.mg/SigJ

IT
ieu, Bill:) = ¥v, filth ' Flatow 8mi

}¥wH"t¥*8 = 174,10:) =Ñ⑤
IT
leg, highs:)) = µ¥_g, fi-sj-fj-i-IF-c-qfi-gfj.si

The clique beliefs and sepset beliefs provide a hepammeteritathn of the Unarmaliaed measure

This
property is called the

"

clique thee invariant
"

G. Markov Network : ⑧-④-②-DO CALC / B)

Clique thee : fi : A.B - G : B. o - Cs : CD

when the clique tree is calibrated , we have ALABI = PILAR)↳ V3.0 = Toolkit

F-HAB.cl = THIAB) Falckb) = FolkB) - FoldB) = Folan .¥¥B¥
= ALABI ¥¥É÷D

-

! ALABI and Bikol must agree on the marginal
i. EACHB) =-3 B- 43.4 symmetry in Markov het ⑧-⑧-②

i Felt ,BH=AlA . B) ¥fsÉ¥, = ¥¥%!¥, - Bday



define the measure induced by a calibrated tree T to be :

fly =¥¥Yee?s,, , where u :j=¥syBHd=¥sy%HD

Let T be a clique thee over E. and let Bilal be a set of calibrated potentialsAT.

1%111 ✗ At iff Hint
.
All:) A PIC:)

' Belief update : Message passy wbh Division

G- : GJ LS

03¥¥0
Cs :

G IS 14 : G. H , J

②I / ⑤
e. :D IG A- F. 81

→

' 83"

} similar① I b⑥ 8.⇒ = ¥8 ⇒it.
G : CD

let ✗ and Y be disjoint set of variables. let 0/11×71 and OHH be 2 factors

define the division ¥
.

be a farm

4Mt ¥Y¥ when ¥-0

then 41W . Kiss = d. His

f.→g=¥sg 4: ' ¥{why, } Ski, =¥s, 4 , .¥{Nbg¥,?fk =EEt8j→ ;

g- MN:
⑧-⑧-②-④

CT :

G :
AF

" " • °

cp

③ Balko)

la : B C la : B C

"% ☒⇒
"%, µ"

G : AB Cs : C D G : AB Cs : CD

f ,→ (B) = I 4. LAB)ftp.G-HIBD-fi-slbj-8s-sslgfs-sslct-EYSCGDf.⇒ (B)= EWB.cl .fs⇒ld= EYHB.it t"g¥¥j#=g¥%ÉB"
£, (b) = E 4-113.4 . fs⇒K)



Can define the sum-product - divide message passing scheme .
where each clique c. maintains

its fully updated current beliefs B. = 4, - ¥*, 8k¥ . Each sepset also maintains its belief
ttgls.gl = 8 :-, fyi. . Then the entire message passing process can be executed in an equivalent

way in terms of the clique and sepsetkhefes

g. ⑧-130-⑨-④

←
G : A B

-③s
G : B C

-①→
Is : C D

① G passes an uninformed message to 6 ,
Each clique G. initializes B: as Xi

.

and then updates
a-⇒ lot = ¥44BN BIG D) = 43K.D) I 4-113.4 it by multiplying with message updates received from its neighbors .

M⇒= 6.⇒ Each sepset Sig maintains big as the previous message passed along the edge lift .

regardless the direction

② Cs sends a message to G.

G.⇒ (c) = ERIC, D)
,
which is dividedby vk.sk) whenever a new message is passed along the edge .

the actual update for G is it is divided by the old message . eliminating the

%¥⇒==u;?¥ = ¥%¥¥Y = ¥4,1m previous message from the update to the clique

husk) = G.→ (c) = IBIGD) = I - vi. (GD) . -3 ftp..cl

③ Greaves a message from c.

GotB) = IHH ,B) .

Us. -4 1 the initial sopset belief )

c. has received informed messages from both side and is therefore informed

pal B.D= 42113,11 . (¥411b,B) ) - -3431GB

- calibration using belief propagation in clique tree

def initialize
- clique -that ) : def beliefe- update - Message Ii : Sending clique . j: heating clique:

for each clique G. : Oi -
g
= Esg Pi

B: = IT 84101 to:| pg = By -

for each edge Li-j) EET Uig = 6
:-,

Uig =L



def clique -tree - belief - update- calibrate 120 : set of facts . T: clique tree over 20 ) :

initialize
- digpetillll

while exists an uninformed clique in T

select lift C- Ex

belief - update . message:p
tetum { B:}

1° passing the same message twice

① : Gss b) = ¥ ¥1B. b) G : A B G : BC ÷ Is : CD

fsk.DK Ball .D) - Q-ssldhla.sk) = 431GB . ¥41113.4

Has = busy = -34413.4 We pasty the same message twice,

② Ely = ¥171BN = Gold clique beliefs and sepsee beliefs are unchanged
B) = Bs (C)D) . 0%3144%14 = BSLGD)

Ñ.sc) = É→s(D= vk.su

v pass message Acoady partial information
G : AB

⇒
G : BC ¥ Is : CD

① Q-oslot-FHLB.cl
A.and = Him. b-""H = 4. can . -34.113.4 if G passes a message to by based on partial information
vii.slit = ba-nkt-FKH.it And then hesends a more updated message .

② 6*1131=-344*1 the effect is identical to sending the updated message
one

BIB.4=4413.0) . 6*115/1 = 4dB.4. IX. LAID

Units)=Q→=% 416AM) cancel
③ Fassa)= TB B. IB. 4=-34-113.0--24, 1A , b)

A. CGD) = BIH)
- Essa, /vk.su, = %"""?5€B¥#☐-%HH'b!÷ = # LGD) . -2ps ¥1Bn -34,1m$)

3° at convergence . all message updates have no effect

F. =P:

'

¥_u¥ ¥usY;&_ =L
] -

: U:g=Uj. in belief propagation
-

- -
-

¥sgB: ⇒ Eeg Bj =¥sgB:

at convergence of belief propagation . we necessarily have a calibrated tree
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Answering Auerus : Incremental updates
have a set of observations → conditioning ( naive approach : conditioning the initial factors
A more efficient approach is to view the clique thee as representing the distribution TH

Assume the current distribution over ✗ is defined by a set of factors 20

15*1×1=11*4

zero out the entries in unnormalioed distribution that are inconsistent with the evidence 7- ⇒

1T¥ tf ) = Patt , E- =z ) = LEE =z } . Flap

Assume that we have a clique tree I calibrated or not ) that represents this distribution using the clique the invariance

we can represent the distribution Folds as

Foth = Q, = ¥uxBi
1- c-↳ Nig IS:p

ÑÉHl=L{¥z} .¥¥&
liijk-GU.mg/Sig1-

multiply in a new factor 282-2--2-3 in some clique G. that contains variable Z

if the clique tree is calibrated before the new factor is introduced . then C. has all incoming messages
the entire tree can be Khatibrated with a Singh pass

g.
Recalibrate a calibrated d-queue

B. for B

G :
A B I. Ca :B C - Cs :

CD
& = Mi. (B) . UsedC) . ¥a 4 - L {B--b }

y
un

* h{B=b
}

6in IN = Es. Bilko = EF•lB=b, c) = YÉ
1 :: : :

B.
'

=p.

. %÷ = Fair.#F¥¥;Y- =

a- ¥¥÷ pi = THE: A CAB) -- PIA.B) ALBU = Folk c) All.D) = -1%16D)1
: : : * ¥ ;

Um = ¥ Fold .B) = Folk) Uas = Éo (C)

Gies (c) = % ÑzlB=b , c) = p~zolB-b.cl

psi = B. . "u¥¥= Fowl . F¥:¥
Ui. =fi⇒ = Futebol §§%

: : :
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Answering Qualls : Queries Outside a clique

perform variable elimination over a calibrated clique tree

if the entire dive the is calibrated
.
So is any connected subtree Y

'

g. ④-130-0-1>0

G : A B - G :B C - G: C D

the clique tree is calibrated so that Falls ,B. c. D) = ÷É,?"µ!Éy )
let Y

'

= G :B C - G: C D

Ñzol B. GD) = AT
'

FolkD) = I Do IB
.
GD)

=-3 %9%;k
= E FalBlot - Fo LGD)

def out of - clique - query IT. {B:3 . 9kg3 .
Y ) : 4 is query variables that's not in any style clique

let T
'

be a subtree if T such that Y c- sapeEM

select a clique re Uni to be the root

20 = Pr

for each it Uni -Er} :

it ←1.*.
Te = zu {lol

2- = sapetit
'

] -3

return SUM -product - Variable
-
elimination 18 .

Z )

we do not have to perform inference over the entire clique tree ,
but only over a portion of the thee that contains the Variables 4 that constitute our query


