


- Table representative
model a data with 8 binary farms

f Xi k Xb Xy Xt Xt Xp Xo P

enumerate 0 O O O O O O 0

all possible o o o o o o d l

combinations

problems :
storing the table

f://.my the table

compute any quantity out of this table

- Multivariate Distribution in High -dim space

g. Cellular signal transduction

Receptor A Xl Reaper B Xr

Membrane
t

kinase [ Xs kinaseDÉ\ kinase F- is

cytosoli.

/TFF Xo

I ↳
Gene G Xt Gene H Xo

biologists give you a causal model

combine domain - knowledge into a mathematical framework : Graphical Model

nodes : random variables

aye : klationship 1 how to define )

' Pearson 's correlation

Normalized covariance axis)=fÉ¥¥y,
captures linear dependency

linear tgkssion from ✗ to -1 gives B=Y¥¥→
✗I} → PAY)=o

puts * ✗ 11-7 ay ✗ nun:fvmtH ) y:X 1 non-linear dependencies )
Cdnnot Capture non-linear dependency Xi } has 0 Pearson correlation



one way to construct measure of dependence
Puig) É pmpin

distance =o iff ✗KY

- KL - divergence
kllP.at = f. PM by "a¥, ok.

Mutual information : 24.4) = KU Ra
,
Pyp, )

HH) -- o -If ✗ Ky

Hard to compute in

g.
✗= height of kid marginal correlation ②

F- vocabulary of kid - N
④- ④

2- = age of kid

- Partial correlation
partial correlation g-non a random vector a

correlation measured between ✗ and 3 after eliminating linear effect of 2
i. e. correlation between residual from Kyushu from 2- to ✗ and 2- toy

axilla -- Mex .at. Y¥!%,
ex = X - (wit +bx )
lis = Y- l Wiz +by )

( Z is the cause )

✗ It / z → axis / a) = 0

pm 12-1=0 → WHIZ

Rig = Phi , xg / Xi. - - - )
-d- each variable is marginally a Gaussian

,

then PIK . .
. - Nnl ~ Ma-4

the partial correlation matrix R can be completed through inverse of covariance matrix

R =
- j÷o,



Measure of association between ✗ andy

Margraf marginal
✗ / \

.

Linear linear Lyman Non-linear

b

Pearson's correlation
L b b

partial conditional
distlpxy.PH )

www.m independent
✗ \.

KL - divergence
Max Mean

discrepancy1 to

mutual information Hilbert - Schmidt

Independence Criterion

PGM = multivariate statistics -1 Structure

GM = multivariate objective function + structure


