


- stochastic programming

min . E fo IX.wt
se . Efi Him to

a convex problem if fi is convex in x fun each w expectation is in -legal .
I "

certainty - equivalent
"

problem integral preserves convexity

min . folk ECW] ) this is what's normally done , though not explicitly
sit. fill. Ftw] ) to gives a lower bound by Jensen's inequality
when the "

certainty - equivalence
'

problem is solved
, if tftxtiwl is not much larger than folk. Ew)
and tefillin) is not much larger than filk . EW)

then it can be safely assumed there the original problem is solved within some reasonable accuracy
( posterior analysis )

variations

can actually put in between the expectation and the function any convex
, non - decreasing function

this allows you to shape all sorts of things you like

in place of Efik.nl EO ( constraint holds in expectation) can use

the plus function is ax and non -decreasing
Effi Hutt) t t expectation of non - negative part , thus the expected violation

E[ MAY fixate ] Et expectation of worst violation

unfortunately , chance constraint prob IfiHint to) ty leg . y-154) is annex in only a
few special cases

g. when f-, is affine in X and w ( linear constraint with uncertain coefficient
'

it's a second - order constraint F-EH A lecture b

Ain Mai , E.
) Atx is Gaussian wth mean aix . variance X' EX

prob lain Ebt -- B (biffing) ¥.

ii.x

"

b :

prob Laix ⇐bitsy ⇒ a lbiIEDay ⇒ bi -ai't a ftp.H-zkxlk

of ⇒ change constrained linear programmy

-

ai
'

X t Elp HE
" Xk e bi



Almost - sure constraint

f., ex, w) to almost sure
too if x-- false

II LE f: Hrw) so } to LEX} -- {
o if × ⇒me } non- dearashy and convex

exp ( Ms filx.ws ) exp lls x) is aux and increasing
to

EL exp Its films ) ) expectation preserves annexing
Ku

log EL exp lls fix.ws ) ] log- sum - exp is convex and non - decreasing
the first term of this the expectation of flaw
the second term Is the variance . scales wwh g

( a general construction for handling risk aversion )

- Expected value of convex function
suppose flaw) is convex in x fan each w and G IX.w) t dxftxiw)

full = TIL FUND = J FH . Wl - plus dw is convex

a subgradient of fat x is g
-

- EI Guam ) =/ Gnaws - plus du c- ifat

a noisy unbiased subgradient off at x is g-
-

- 4M¥. G ix.wit
wi ate Mild samples

ey . expected value of piecewise linear function
min

.
IT may aixtb;]

a: and b: ate random

evaluate noisy subgradient using Monte Carlo method with M samples .
and run stochastic gradient method

compare to :

certainty equivalent : min . MaxEtta:3
'

Xt Ecb: I} ( gives a lower bound )

heuristic : min may { Eta:TX + Ecb:] t NHK }



- online learning and adaptive signal processing

IX.y ) t R
"

XK have some joint distribution

find vector W St Wix is a good estimator of y
chose w to minimize expected value of a convex loss function l

Ivy = TE UWI-y )

at each time step . we are given a sample K
"
, y
") from the distribution

noisy unbiased subgradient of T at W
"
, based on sample (x

"""

y
'"" t

g
"
= f

'

( W
"" WH" -y

""Y . xlkeh

I' is a subgradient of l
for hut -- uh , gives the least - mean-square algorithm
for Kul = IN . gives the sign algorithm
W
"" X

"""
- y
"""
is the prediction error ( like neural net training )

localization and cutting - plane method are basically bisection in K
R

.
Unlike R

"

Inst ) . is ordered

• Cutting- plane oracle
od : find a point in convex set XER

"

,
or determine the *if

Your only access to or description of X is through a cutting -plane oracle

when cutting
- plane oracle is queried at Xt kn . it either
- assert that x EX
- returns a separating hyperplane between x and X

att Eb for a EX ,
and atxxb Cato , something like

if the cutting plane goes through the point . bisection

-
.

it's called a neutral cutting plane
- x
- query an oracle at this point

IIIa,anp.of.dk y
-

=
the orcak returns a cutting plane

the oracle simply %
,

this entire halfspace cannot contain any point
returns a n X , Therefore theres no wok in-6
"
in
-see

' ' token a set , which we don't know this halfspace any more
set X can be empty . in which can it can

return any plane ( confirms the semantic that then 's no point in the halfspace thats also in the set )



- Neutral and deep cat
if atx --b IX is on the boundy of halfspace that is out ! Catty -plane is called neutral cat

if pix >b ( X is in the interim of hhfspaa that is call . catty -plan is called deep one

④§
neutral one

⑧l " deep cut

° Unconstrained minimization

minimize convex function fi IR
"

-' IR
, XX is see of optimal minimizes

given x. find g t tfly
from fault fall tgtlz-H . we conclude

g

GT iz-x, so ⇒ fall Lf Al 7 ff={ Hgt Auto}#-) •x

get a cutting plane = worse than x .

- thus not optimal

° Deep bae for unconstrained minimization

suppose we know a number * with fun of soft
leg .

the smallest value of ftfound so far in algorithm ie
. Huse

f z ft -- f-Htt t full tojcxt-x ) gttflxl
thus we have a deep one ( x -b current point , f-faith. )

✓

G- I g-' HH tfay -f so )
take z -- Xi g-

' Nt -x) tf t fix') -fi EO is in the set

take t -- X g-
' H-H tfull -f -- full -f so is nor in the see

Feasibility problem
find x

sit . fill EO f: Annet
if x is not feasible . find y with folk so , evaluate g; t tfglxl
since fjltlsf.sk/ty.jH-xl-fjlHtg.jcz-xlso ⇒ f-gas so ⇒ 2- ¢ x

any feasible t satisfies the inequality fylxltgj
'

Ext ⇐o"

tale x is not in the half space
fykltgj.lt-H so gives a deep out



' Inequality constrained problem
Min

. fowl
sit . fill to fo.fi Annex

,
* is the set of optimal points

if X is not feasible , say fight so ,
we have Ldap ) feasibility cut

fjllltgj text to gj t tfguy

if xiskasjb.Y.ye.h.ge: become cue 14:19:am-"'Y
' localization algorithm

basic (conceptual ) localization (or cutting - planet method
given initial polyhedron Po -- {Htt Ed ) ( or any annex see I know to contain *

K= 0

repeal
choose a point X

""
in Po

Quay the cutting plane oracle at XK"

if XK" t * . quit ( the polyhedron summarizes what you know )

else
, add the new cutting plane aint Ebu ; Pkn -- Ah EH aiiizebk }

if Rui = 01 quit . return infeasibility token
K ie KH

Pk 1/3 Ignorant

Id"
' l

, aµ, hey, (3) = t 5
I#n p

Dk gives our Uncertainty of X
't
at iteration K

(neutral one )

want to pick Xkt" so that Pkn is as small as possible , no matter what cut is made
wane XK" near the center of Pa

log volume ( Pal is a god measure of ignorance
lays volume LPN is a good measure of the actual number of bits of information you gain



Boyd intuition time E
→a"

query at Xa , best they can happen is that

•

. x ,
ie eliminates all of Pk except a vertex

ignorance
reduction is too

, arbitrarily gd thing can happen-

a deep one

ie::::L!!
"" 'Iowan

. Yi::*
•Xk

9 Ak

} an K

- specific cutting - plane methods

center of graving
maximum volume ellipsoid
Chebyshev anew

analytic center

' Center of gravity algorithm
take X
""
= Center of Grainy ( Pk) fun any polyhedron .

-

in any dimension
,

take the center of graving of it ,CG ( Pk) = Jp
.

X dx /Jp
.

DX
and put a hyperplane going through ch.
The divided volume is never worse than

theorem : if Ck Ik
"

is convex . X ca -- CGM 37 : 63

wtf CA fxlghx-xcas.co ) E l - Ye ) wk re ab who
can get logs Yo.bz bit of information



- convergence of CG cutthy plane method

suppose P. Hes in ball of radius R . * includes ball of radius r
( can take * as set of t suboptimal points I

suppose x
"
.
- -
- x
" ¢ * so Pk Z *

ten - K E VollPk ) E ab )
" lol Do ) E 6.03 )

"

Ln Rn
Ln is the volume of unit ball in K

"

K E 1.51 - n . logs Hr) ( ke ly. RH fm bisection)

Advantage of CG - method

guaranteed convergence
affine invariance

number of steps proportional to dimension n
, log of uncertainty seduction

Disadvantages
find X"

"'
= CG (Pk) is much harder than the original problem


